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40 OBJECTIVES

After studying this Unit, you should be able to:

| distinguish between censusand sampling study,
| explainvariousreasonsfor opting for the sample method,

I explainthedifferent methods of sampling and their advantagesand
disadvantages,

| describethe sampling and non-sampling errors and minimize them, and

I design arepresentative samplefrom apopul ation keeping both cost and
precisoninmind.

4.1 INTRODUCTION

In the previous Unit 3, we have studied the types of data (primary and
secondary data) and various methods and techniques of collecting the primary
data. The desired data may be collected by selecting either census method or
sampling method.

Researchers usually cannot make direct observations of every unit of the
population they are studying for avariety of reasons. Instead, they collect data
from a subset of population — a sample — and use these observations drawn to
make inferences about the entire population. Ideally, the characteristics of a
sample should correspond to the characteristics of a population from which the
sample was drawn. In that case, the conclusions drawn from a sample are
probably applicable to the entire population.

In this Unit, we shall discuss the basics of sampling, particularly how to get a
sample that is representative of a population. It covers different methods of
drawing samples which can save alot of time, money and manpower in a
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variety of situations. These include random sampling methods, such as, simple
random sampling, stratified sampling, systematic sampling, multistage sampling,
cluster sampling methods (and non-random sampling methods viz., convenience
sampling, judgement sampling and quota sampling. The advantages and
disadvantages of sampling and census are covered. How to determine the
sample size of agiven population is also discussed.

4.2 CENSUSAND SAMPLE

Let us try to understand the terms ‘census’ and ‘sample’” with the help of an
illustration. Suppose you wish to study the ‘impact of T.V. advertisements on
children in Delhi, then you have to collect relevant information from the children
residing in Delhi who view T.V. Alternatively, we can say thisis the population
(statistical terminology) for your study. If you collect the data from all of them
not leaving asingle child, it known as Census method of data collection. This
means studying the whole population. Otherwise, if you select only some
children from among them for gathering the desired information for the study,
because it is not feasible to gather the information from all the children, then it
is known as Sample for data collection. Therefore, a sample is a subset of a
statistical population whose characteristics are studied to know the information
about the whol e population. When dealing with people, it can be defined as a
set of respondents (people) selected from a population for the purpose of a
survey. A population isagroup of individual persons, objects, items or any other
units from which samples are taken for measurement.

The numerical characteristics of a population are called parameters. They are
fixed and usually of unknown quantity. For example, the average (1) height of
al Indian male adultsis a population parameter. The numerical characteristics
of the sample data such as the mean, variance or proportion are called sample
statistics. It can be used to provide estimates of the corresponding population
parameters. For example, the average (x) height of a sample of 1000 Indian
male adults residing in Delhi is a sample statistic. The process of selecting a
representative sample for the purpose of inferring the characteristics of
population is called sampling.

Webster defines a survey as ‘the action of ascertaining facts regarding
conditions or the condition of something to provide exact information especially
to persons responsible or interested’ and as ‘a systematic collection and analysis
of data on some aspect of an area or group.” Unless the researcher makes a
systematic collection of datafollowed by careful analysis and interpretation of
data, the data cannot become exact information. Surveys can be divided into
two categories on the basis of their extensiveness, namely, census and sample
survey. A complete survey of population is called a census. It involves covering
all respondents, items, or units of the population. For example, if we want to
know the wage structure of the textile industry in the country, then one
approach is to collect the data on the wages of each and every worker in the
textile industry. On the other hand, a sample is a representative subset of
population. Thusin a sample survey we cover only a sample of respondents,
items or units of population we are interested in and then draw inferences
about the whole population.

The following are the advantages of census:

1) Inacensuseach and every respondent of the populationisconsidered and
various population parametersare compiled for information.



2) Theinformation obtained on the basis of census dataismorereliable and
accurate. It isan adopted method of collecting dataon exceptional matterslike
childlabour, distribution by sex, educational level of the peopleetc.

3) If weareconducting asurvey for thefirst timewe can have acensusinstead of
sample survey. Theinformation based on this census method becomesabase
for future studies. Similarly, some of the studiesof special importancelike
population dataare obtained only through census.

4.3 WHY SAMPLING?

One of the decisions to be made by a researcher in conducting a survey is
whether to go for a census or a sample survey. We obtain a sample rather
than a complete enumeration (a census ) of the population for many reasons.
The most important considerations for this are: cost, size of the population,
accuracy of data, accessibility of population, timeliness, and destructive
observations.

1) Cost: Thecost of conducting surveysthrough census method would be
prohibitive and sampling helpsin substantial cost reduction of surveys. Since
most often thefinancial resourcesavailableto conduct asurvey arescarce, itis
imperativeto go for asample survey than census.

2) Size of the Population: If the size of the population is very largeit is
difficult to conduct a censusif not impossible. In such situations sample
survey isthe only way to analyse the characteristics of a population.

3) Accuracy of Data: Although reliable information can be obtained through
census, sometime the accuracy of information may be lost because of a
large population. Sampling involves asmall part of the population and afew
trained people can be involved to collect accurate data. On the other hand,
alot of people are required to enumerate all the observations. Often it
becomes difficult to involve trained manpower in large numbers to collect
the data thereby compromising accuracy of data collected. In such a
situation a sample may be more accurate than a census. A sloppily
conducted census can provide less reliable information than a carefully
obtained sample.

4) Accessibility of Population: There are some populations that are so
difficult to get access to that only a sample can be used, e.g., people in
prison, birds migrating from one place to another place etc. The
inaccessibility may be economic or time related. In a particular study,
population may be so costly to reach, like the population of planets, that only
a sample can be used.

5) Timeliness. Since we are covering a small portion of alarge population
through sampling, it is possible to collect the datain far less time than
covering the entire population. Not only does it take less time to collect the
data through sampling but the data processing and analysis also takes less
time because fewer observations need to be covered. Suppose a company
wants to get a quick feedback from its consumers on assessing their
perceptions about a new improved detergent in comparison to an existing
version of the detergent. Here the time factor is very significant. In such
situations it is better to go for a sample survey rather than census because
it reduces alot of time and product launch decision can be taken quickly.

6) Destructive Observations. Sometimes the very act of observing the
desired characteristics of a unit of the population destroysit for the intended
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use. Good examples of this occur in quality control. For example, to test the
quality of abulb, to determine whether it is defective, it must be destroyed.
To obtain a census of the quality of alorry load of bulbs, you have to
destroy all of them. Thisis contrary to the purpose served by quality-control
testing. In this case, only a sample should be used to assess the quality of
the bulbs. Another exampleis blood test of a patient.

The disadvantages of sampling are few but the researcher must be cautious.
These are risk, lack of representativeness and insufficient sample size each of
which can cause errors. If researcher don’'t pay attention to these flaws it may
invalidate the results.

1) Risk: Using asamplefrom apopulation and drawing inferences about the
entirepopulationinvolvesrisk. Inother wordstherisk resultsfrom dealing with
apart of apopulation. If therisk isnot acceptablein seeking asolutionto a
problem then acensus must be conducted.

2) Lack of representativeness. Determining the representativeness of the
sampleistheresearcher’sgreatest problem. By definition, ‘ sample’ meansa
representative part of an entire population. It isnecessary to obtain asample
that meetsthe requirement of representativeness otherwise the samplewill be
biased. Theinferencesdrawn from nonreprentative sampleswill be mideading
and potentially dangerous.

3) Insufficient samplesize: Theother significant problemin samplingisto
determinethe size of the sample. Thesize of the samplefor avalid sample
depends on several factors such asextent of risk that theresearcher iswilling to
accept and the characteristics of the popul ation itself.

44 ESSENTIALS OF A GOOD SAMPLE

It isimportant that the sampling results must reflect the characteristics of the
population. Therefore, while selecting the sample from the population under
investigation it should be ensured that the sample has the following
characterigtics:

1) A samplemust represent atrue picture of the population fromwhichitisdrawn.
2) A samplemust be unbiased by the sampling procedure.

3) A sample must betaken at random so that every member of the popul ation of
datahasan equal chance of selection.

4) A samplemust be sufficiently large but aseconomical aspossible.

5) A samplemust be accurate and complete. It should not leave any information
incompleteand should includeall therespondents, unitsor itemsincludedinthe
sample.

6) Adequate samplesize must betaken considering the degree of precision
requiredintheresultsof inquiry.

Salf Assessment Exercise A

1) What do you mean by census and sample methods for data collection?



2) Explain whether census or sampleis more appropriate in the following Sampling

dtuations?

a) Totestthequality of asoft drink.

3) Fill inthe blanks

a) If the sample does not represent the population characteristics, we call
it a —— sample.

b) One of the major advantages of sampling isthat it helpsin
reduction.

c) A sample must be large but as ——— as possible.

45 METHODSOF SAMPLING

If money, time, trained manpower and other resources were not a concern, the
researcher could get most accurate data from surveying the entire popul ation of
interest. Since most often the resources are scarce, the researcher is forced to
go for sampling. But the real purpose of the survey isto know the
characteristics of the population. Then the question is with what level of
confidence will the researcher be able to say that the characteristics of a
sample represent the entire population. Using a combination of tasks of
hypotheses and unbiased sampling methods, the researcher can collect data that
actually represents the characteristics of the entire population from which the
sample was taken. To ensure a high level of confidence that the sample
represents the population it is necessary that the sample is unbiased and
sufficiently large.

It was scientifically proved that if we increase the sample size we shall be that
much closer to the characteristics of the population. Ultimately, if we cover
each and every unit of the population, the characteristics of the sample will be
equal to the characteristics of the population. That is why in a census there is
no sampling error. Thus, “generaly speaking, the larger the sample size, the less
sampling error we have.”

The statistical meaning of bias is error. The sample must be error free to make
it an unbiased sample. In practice, it isimpossible to achieve an error free
sample even using unbiased sampling methods. However, we can minimize the
error by employing appropriate sampling methods.

The various sampling methods can be classified into two categories. These are
random sampling methods and non-random sampling methods. L et us discuss
them in detalil. 65
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45.1 Random SamplingM ethods

The random sampling method is &l so often called probability sampling. In
random sampling all units or itemsin the population have a chance of being
chosen in the sample. In other words a random sample is a sample in which
each element of the population has a known and non-zero chance of being
selected. Random sampling always produces the smallest possible sampling
error. In the real sense, the size of the sampling error in arandom sample is
affected only by arandom chance. Because a random sample contains the
least amount of sampling error, we may say that it is an unbiased sample.
Remember that we are not saying that a random sample contains no error, but
rather the minimum possible amount of error. The major advantage of random
sampling isthat it is possible to quantify the magnitude of the likely error in the
inference made and thiswill help in building confidence in drawing inferences.

The following are the important methods of random sampling:

1) SmpleRandom Sampling
2) Systematic Sampling

3) Stratified Random Sampling
4) Cluster Sampling

5 Multistage Sampling

1. Simple Random Sampling: The most commonly used random sampling
method is simple random sampling method. A simple random sampleisonein
which each item in the total population has an equal chance of being included
in the sample. In addition, the selection of one item for inclusion in the sample
should in no way influence the selection of another item. Simple random
sampling should be used with a homogeneous population, that is, a population
consisting of items that possess the same attributes that the researcher is
interested in. The characteristics of homogeneity may include such as age, sex,
income, sociad/religioug/politica affiliation, geographica region etc.

The best way to choose a simple random sample is to use random number
table. A random sampling method should meet the following criteria.

a) Every member of the population must have an equal chance of inclusioninthe
sample.

b) The selection of one member isnot affected by the selection of previous
members.

The random numbers are a collection of digits generated through a probabilistic
mechanism. The random numbers have the following properties:

i) Theprobability that each digit (0,1,2,3,4,5,6,7,8,0r 9) will appear at any place
isthesame. That is1/10.

i) Theoccurrence of any two digitsin any two placesisindependent of each
other.

Each member of a population is assigned a unique number. The members of
the population chosen for the sample will be those whose numbers are identical
to the ones extracted from the random number table in succession until the
desired sample size is reached. An example of a random number table is given
below.



Table 1: Table of Random Numbers

1 2 3 4 5 6 7 8 9 10
1 96268 | 11860 | 83699 | 38631 | 90045 | 69696 | 48572 | 05917 | 51905 | 10052
2 03550 | 59144 | 59468 | 37984 | 77892 | 89766 | 86489 | 46619 | 50236 | 91136
3 22188 | 81205 | 99699 | 84260 | 19693 | 36701 | 43233 | 62719 | 53117 | 71153
4 63759 | 61429 | 14043 | 44095 | 84746 | 22018 | 19014 | 76781 | 61086 | 90216
5 55006 | 17765 | 15013 | 77707 | 54317 | 48862 | 53823 | 52905 | 70754 | 68212
6 81972 | 45644 | 12600 | 01951 | 72166 | 52682 | 37598 | 11955 | 73018 | 23528
7 06344 | 50136 | 33122 | 31794 | 86723 | 58037 | 36065 | 32190 | 31367 | 96007
8 92363 | 99784 | 94169 | 03652 | 80824 | 33407 | 40837 | 97749 | 18361 | 72666
9 96083 | 16943 | 89916 | 55159 | 62184 | 86206 | 09764 | 20244 | 88388 | 98675
10 | 92993 | 10747 | 08985 | 44999 | 35785 | 65036 | 05933 | 77378 | 92339 | 96151
11 | 95083 | 70292 | 50394 | 61947 | 65591 | 09774 | 16216 | 63561 | 59751 | 78771
12 | 77308 | 60721 | 96057 | 86031 | 83148 | 34970 | 30892 | 53489 | 44999 | 18021
13 | 11913 | 49624 | 28519 | 27311 | 61586 | 28576 | 43092 | 69971 | 44220 | 80410
14 | 70648 | 47484 | 05095 | 92335 | 55299 | 27161 | 64486 | 71307 | 85883 | 69610
15 | 92771 | 99203 | 37786 | 81142 | 44271 | 36433 | 31726 | 74879 | 89384 | 76886
16 | 78816 | 20975 | 13043 | 55921 | 82774 | 62745 | 48338 | 88348 | 61211 | 88074
17 | 79934 | 35392 | 56097 | 87613 | 94627 | 63622 | 08110 | 16611 | 88599 | 02890
18 | 64698 | 83376 | 87527 | 36897 | 17215 | 74339 | 69856 | 43622 | 22567 | 11518
19 | 44212 | 12995 | 03581 | 37618 | 94851 | 63020 | 65348 | 55857 | 91742 | 79508
20 | 89292 | 00204 | 00579 | 70630 | 37136 | 50922 | 83387 | 15014 | 51838 | 81760
21 | 08692 | 87237 | 87879 | 01629 | 72184 | 33853 | 95144 | 67943 | 19345 | 03469
22 | 67927 | 76855 | 50702 | 78555 | 97442 | 78809 | 40575 | 79714 | 06201 | 34576
23 | 62167 | 94213 | 52971 | 85794 | 68067 | 78814 | 40103 | 70759 | 92129 | 46716
24 | 45828 | 45441 | 74220 | 84157 | 23241 | 49332 | 23646 | 09390 | 13031 | 51569
25 | 01164 | 35307 | 26526 | 80335 | 58090 | 85871 | 07205 | 31749 | 40571 | 51755
26 | 29283 | 31581 | 04359 | 45538 | 41435 | 61103 | 32428 | 94042 | 39971 | 63678
27 | 19868 | 49978 | 81699 | 84904 | 50163 | 22652 | 07845 | 71308 | 00859 | 87984
28 | 14292 | 93587 | 55960 | 23159 | 07370 | 65065 | 06580 | 46285 | 07884 | 83928
29 | 77410 | 52135 | 29495 | 23032 | 83242 | 89938 | 40516 | 27252 | 55565 | 64714
30 | 36580 | 06921 | 35675 | 81645 | 60479 | 71035 | 99380 | 59759 | 42161 | 93440
31 | 07780 | 18093 | 31258 | 78156 | 07871 | 20369 | 53977 | 08534 | 39433 | 57216
32 | 07548 | 08454 | 36674 | 46255 | 80541 | 42903 | 37366 | 21164 | 97516 | 66181
33 | 22023 | 60448 | 69344 | 44260 | 90570 | 01632 | 21002 | 24413 | 04671 | 05665
34 | 20827 | 37210 | 57797 | 34660 | 32510 | 71558 | 78228 | 42304 | 77197 | 79168
35 | 47802 | 79270 | 48805 | 59480 | 88092 | 11441 | 96016 | 76091 | 51823 | 94442
36 | 76730 | 86591 | 18978 | 25479 | 77684 | 88439 | 34112 | 26052 | 57112 | 91653
37 | 26439 | 02903 | 20935 | 76297 | 15290 | 84688 | 74002 | 09467 | 41111 | 19194
38 | 32927 | 83426 | 07848 | 59372 | 44422 | 53372 | 27823 | 25417 | 27150 | 21750
39 | 51484 | 05286 | 77103 | 47284 | 00578 | 88774 | 15293 | 50740 | 07932 | 87633
40 | 45142 | 96804 | 92834 | 26886 | 70002 | 96643 | 36008 | 02239 | 93563 | 66429

Sampling
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To select arandom sample using simple random sampling method we should
follow the steps given below:

i) Determinethepopulationsize(N).
i) Determinethesamplesize(n).

i)  Number each member of the population under investigation in serial order.
Suppose there are 100 members number them from 00 to 99.

iv) Determine the starting point of selecting sample by randomly picking up a
page from random number tables and dropping your finger on the page
blindly.

v) Choose the direction in which you want to read the numbers (from left to
right, or right to left, or down or up).

vi) Select the first ‘n’ numbers whose X digits are between O and N. If N =
100 then X would be 2, if N isafour digit number then X would be 3 and
SO on.

vii) Once a number is chosen, do not use it again.

viii) If you reach the end point of the table before obtaining ‘n" numbers, pick
another starting point and read in a different direction and then use the
first X digit instead of the last X digits and continue until the desired
sampleis selected.

Example: Suppose you have alist of 80 students and want to select a sample
of 20 students using simple random sampling method. First assign each student
anumber from 00 to 79. To draw a sample of 20 students using random
number table, you need to find 20 two-digit numbersin the range 00 to 79. You
can begin any where and go in any direction. For example, start from the 6"
row and 1% column of the random number table given in this Unit. Read the
last two digits of the numbers. If the number is within the range (00 to 79)
include the number in the sample. Otherwise skip the number and read the next
number in some identified direction. If anumber is aready selected omit it. In
the exampl e starting from 6" row and 1% column and moving from left to right
direction the following numbers are considered to selected 20 numbers for
sample.

81972 45644 12600 01951 72166 52682 37598 11955 73018 23528

06344 50136 33122 31794 86723 58037 36065 32190 31367 96007
92363 99784 94169 03652 80824 33407 40837 97749 18361 72666

The bold faced digits in the one's and ten’s place value indicate the selected
numbers for the sample. Therefore, the following are the 20 numbers chosen as
sample.

72 44 00 51 66 55 18 28

36 22 23 37 65 67 07 63
69 52 24 49



Advantages Sampling

i) Thesimplerandom samplerequireslessknowledge about the characteristics of
thepopulation.

i) Since sampleisselected at random giving each member of the population equal
chance of being sel ected the sample can be called as unbiased sample. Bias
dueto human preferencesand influencesiseliminated.

i) Assessment of the accuracy of theresultsispossible by sampleerror
estimation.

iv) Itisasimpleand practical sampling method provided population sizeisnot large.
Limitations

i) If thepopulationsizeislarge, agreat deal of timemust be spent listing and
numbering the members of the population.

ii) A simplerandom samplewill not adequately represent many population
characteristicsunlessthe sampleisvery large. That is, if theresearcher is
interested in choosing asample on the basis of thedistribution inthe population
of gender, age, social status, asimplerandom sample needsto bevery largeto
ensure all these distributions are representative of the population. To obtaina
representative sample across multiple popul ation attributeswe should use
gratified random sampling.

2. Systematic Sampling: In systematic sampling the sampleunitsare selected
from the population at equal intervalsintermsof time, space or order. The
selection of asample using systematic sampling method isvery smple. Froma
population of ‘N’ units, asampleof ‘n’" unitsmay be selected by following the
stepsgiven below:

i) Arrangeall theunitsinthepopulationinan order by giving seria numbers
from1toN.

i) Determinethe sampling interva by dividing the population by the sample
size. Thatis, K=N/n.

i) Select thefirst sampleunit at random from thefirst samplinginterva (1to
K).

iv) Select the subsequent sampleunitsat equal regular intervals.

For example, we want to have a sample of 100 units from a population of 1000
units. First arrange the population unitsin some serial order by giving numbers
from 1 to 1000. The sample interval sizeis K=1000/100=10. Select the first
sample unit at random from the first 10 units ( i.e. from 1 to 10). Suppose the
first sample unit selected is 5, then the subsequent sample units are 15, 25,
35, 995. Thus, in the systematic sampling the first sample unit is selected
at random and this sample unit in turn determines the subsequent sample units
that are to be selected.

Advantages

i) Themainadvantage of using systematic sampleisthat itismore expeditiousto
collect asample systematically sincethetimetaken and work involvedisless
than in smplerandom sampling. For example, itisfrequently used inexit polls
and store consumers.

i) Thismethod can be used even when no formal list of the population unitsis
available. For example, supposeif we areinterested in knowing the opinion of

consumerson improving the services offered by astorewemay simply choose -
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every k' (say 6™) consumer visiting astore provided that we know how many
consumersarevisiting the storedaily (say 1000 consumersvisit and wewant to
have 100 consumersas samplesize).

Limitations

i) If thereisperiodicity inthe occurrence of elementsof apopulation, the selection
of sample using systematic sample could giveahighly un-representative sample.
For exampl e, suppose the sales of aconsumer storeare arranged
chronologically and using systematic sampling we select samplefor 1% of every
month. The 1% day of amonth can not be arepresentative samplefor thewhole
month. Thusin systematic sampling thereisadanger of order bias.

ii) Every unit of the population does not have an equal chance of being sel ected
and the selection of unitsfor the sample dependson theinitia unit selection.
Regardlesshow we select thefirst unit of sample, subsequent unitsare
automatically determined lacking compl ete randomness.

3. Stratified Random Sampling: Thestratified sampling method isused when
the popul ation is heterogeneousrather than homogeneous. A heterogeneous
population iscomposed of unlikeelements such asmale/female, rural/urban,
literate/illiterate, high income/low incomegroups, etc. In such cases, use of
simplerandom sampling may not always provide arepresentative sampleof the
population. In stratified sampling, wedividethe populationinto relatively
homogenousgroupscalled strata. Then we select asampleusing simple
random sampling from each stratum. There aretwo approachesto decidethe
samplesizefrom each stratum, namely, proportional stratified sampleand
disproportional stratified sample. With either approach, the stratified sampling
guaranteesthat every unit in the population has achance of being selected. We
will now discussthese two approaches of sel ecting samples.

i) Proportional Stratified Sample: If the number of sampling units drawn
from each stratum isin proportion to the corresponding stratum population size,
we say the sampleis proportional stratified sample. For example, let us say
we want to draw a stratified random sample from a heterogeneous population
(on some characteristics) consisting of rural/urban and male/femal e respondents.
So we have to create 4 homogeneous sub groups called stratums as follows:

Urban Rural

Male Femade Male Femade

To ensure each stratum in the sample will represent the corresponding stratum
in the population we must ensure each stratum in the sample is represented in
the same proportion to the stratums as they are in the population. Let us
assume that we know (or can estimate) the population distribution as follows:
65% male, 35% female and 30% urban and 70% rural. Now we can determine
the approximate proportions of our 4 stratums in the population as shown below.

Urban Rura
Made Female Made Female
0.30 x 0.65 = 0.195| 0.30 x 0.35=0.105 0.70 x 0.65=0.4550.70 x 0.35 = 0.245

Thus a representative sample would be composed of 19.5% urban-males, 10.5%
urban-females, 45.5% rural-males and 24.5% rural females. Each percentage
should be multiplied by the total sample size needed to arrive at the actual



sample size required from each stratum. Suppose we require 1000 samples then
the required sample in each stratum is as follows:

Urban-mae 0.195x 1000 =195
Urban-female 0.105x 1000 =105
Rurd-mae 0.455 x 1000 =455
Rurd-female 0.245x 1000 =245
Totd: 1,000

ii) Disproportional Stratified Sample: In a disproportional stratified sample,
sample size for each stratum is not allocated on a proportional basis with the
population size, but by analytical considerations of the researcher such as
stratum variance, stratum population, time and financial constraints etc. For
example, if the researcher isinterested in finding differences among different
stratums, disproportional sampling should be used. Consider the example of
income distribution of households. Thereisasmall percentage of households
within the high income brackets and a large percentage of households within
the low income brackets. The income among higher income group households
has higher variance than the variance among the lower income group house-
holds. To avoid under-representation of higher income groups in the sample, a
disproportiona sampleistaken. Thisindicatesthat as the variability within the
stratum increases sample size must increase to provide accurate estimates and
vice-versa.

Suppose in our example of urban/rural and male/female stratum populations, the
stratum estimated variances (s%) are as follows. However, the variance is
discussed in Unit 9 of this course.

Urban-male 3.0; Urban-female 5.5; Rural-males 2.5; Rura-females 1.75.

The above figures are, normally, estimated on the basis of previous knowledge
of a researcher.

Then the allocation of sample size of 1000 for each strata using disproportional
stratified sampling method will be as shown in the following table:

Stratum Stratum Stratum | Stratum P.x o, | Samplesize
population variance| dandard (Px0,x1000)/
proportion (P) (02 |deviation (o) 2 Po)
Urban-mae 0.195 30 173 0.338 207
Urban-female 0.105 55 235 0.246 151
Rurd-made 0.455 25 158 0.719 442
Rural-femae 0.245 175 132 0324 199
Totd 1.628 1000
Advantages

a) Sincethesamplearedrawnfrom each of the stratums of the population,
stratified sampling ismore representative and thus more accurately reflects
characteristics of the population from which they are chosen.

Sampling
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b) Itismorepreciseandto agreat extent avoidsbias.

c) Sincesamplesize canbelessinthismethod, it savesalot of time, money and
other resourcesfor datacollection.

Limitations

a) Stratified sampling requiresadetailed knowledge of the distribution of attributes
or characteristics of interest in the popul ation to determine the homogeneous
groupsthat liewithinit. If we cannot accurately identify the homogeneous
groups, it isbetter to use s mplerandom sample sinceimproper stratification can
lead to seriouserrors.

b) Preparing astratifiedlistisadifficult task asthelistsmay not bereadily
available.

4. Cluster Sampling: In cluster sampling wedividethe popul ation into groups
having heterogenous characteristics called clustersand then select asample of
clustersusing simplerandom sampling. We assumethat each of the clustersis
representative of the population asawhole. Thissamplingiswidely used for
geographical studiesof many issues. For exampleif weareinterested infinding
theconsumers’ (residing in Delhi) attitudestowardsanew product of a
company, thewholecity of Delhi can be dividedinto 20 blocks. We assumethat
each of these blockswill represent the attitudes of consumersof Delhi asa
whole, we might use cluster sampling treating each block asacluster. Wewill
then select asampleof 2 or 3 clustersand obtain theinformation from
consumerscovering all of them. The principlesthat are basic to the cluster
sampling areasfollows:

i) Thedifferencesor variability withinacluster should beaslarge aspossible.
Asfar aspossiblethevariability within each cluster should bethe sameas
that of the population.

i) Thevariability between clusters should be assmall aspossible. Oncethe
clustersare selected, al the unitsin the selected clustersare covered for
obtaining data.

Advantages

a) Thecluster sampling providessignificant gainsin datacollection costs, since
traveling costsaresmaller.

b) Sincetheresearcher need not cover all the clustersand only asampl e of
clustersare covered, it becomesamore practical method which facilitates
fieldwork.

Limitations

a) Thecluster sampling method isless precisethan sampling of unitsfromthe
whole population sincethelatter isexpected to provide abetter cross-section of
the population than the former, dueto the usual tendency of unitsin acluster to
be homogeneous.

b) Thesampling efficiency of cluster sasmplingislikely to decreasewiththe
decreasein cluster sizeor increasein number of clusters.

The above advantages or limitations of cluster sampling suggest that, in practical
situations where sampling efficiency is less important but the cost is of greater
significance, the cluster sampling method is extensively used. If the division of
clustersis based on the geographic sub-divisions, it is known as area sampling.
In cluster sampling instead of covering al the unitsin each cluster we can
resort to sub-sampling as two-stage sampling. Here, the clusters are termed as
primary units and the units within the selected clusters are taken as secondary
units.



5. Multistage Sampling: We have already covered two stage sampling. Multi Sampling
stage sampling isageneralisation of two stage sampling. Asthe name suggests,
multi stage samplingiscarried out in different stages. In each stage
progressively smaller (popul ation) geographic areaswill be randomly selected.

A political pollster interested in assembly electionsin Uttar Pradesh may first
dividethe stateinto different assembly unitsand asampl e of assembly
constituenciesmay be selected in thefirst stage. In the second stage, each of
the sampl ed assembly constituents are divided into anumber of ssgmentsand a
second stage sampl ed assembly segments may be selected. Inthethird stage
within each sampled assembly segment either all the house-holdsor asample
random of householdswould beinterviewed. Inthissampling method, itis
possibleto take as many stages as are necessary to achieve arepresentative
sample. Each stageresultsin areduction of samplesize.

Inamulti stage sampling at each stage of sampling asuitable method of
samplingisused. Morenumber of stagesare used to arrive at asampl e of
desired sampling units.

Advantages
a) Multistage sampling provides cost gainsby reducing the datacollection on costs.

b) Multistage samplingismoreflexibleand allowsusto usedifferent sampling
proceduresin different stages of sampling.

c) If thepopulationisspread over avery wide geographical area, multistage
samplingisthe only sampling method availableinanumber of practical
Stuations.

Limitations

a) If thesampling unitsselected at different stagesare not representative
multistage sampling becomes|ess preciseand efficient.

4.5.2 Non-Random Sampling Methods

The non-random sampling methods are also often called non-probability sampling
methods. In a non-random sampling method the probability of any particular unit
of the population being chosen is unknown. Here the method of selection of
sampling unitsis quite arbitrary as the researchersrely heavily on personal
judgment. Non-random sampling methods usually do not produce samples that
are representative of the general population from which they are drawn. The
greatest error occurs when the researcher attempts to generalise the results on
the basis of a sample to the entire population. Such an error isinsidious
becauseit is not at al obvious from merely looking at the data, or even from
looking at the sample. The easiest way to recognise whether a sample is
representative or not is to determine whether the sample is selected randomly
or not. Nevertheless, there are occasions where non-random samples are best
suited for the researcher’s purpose. The various non-random sampling methods
commonly used are:

1) Convenience Sampling;

2) Judgement Sampling; and

3) QuotaSampling.

Let usdiscussthese methodsin detail.

1) Convenience Sampling: Convenience sampling refersto the method of
obtaining asamplethat ismost conveniently availableto theresearcher. For
example, if weareinterested in finding the overtime wage paid to employees

workingin call centres, it may be convenient and economical to sample 73
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employeesof call centresinanearby area. Also, on variousissuesof public
interest likebudget, election, priceriseetc., thetelevision channels often present
on-the-street interviewswith peopleto reflect public opinion. It may be
cautioned that the generalisation of results based on convenience sampling
beyond that particular sample may not be appropriate. Convenience samplesare
best used for exploratory research when additional research will be
subsequently conducted with arandom sample. Convenience samplingisaso
useful in testing the questionnairesdesigned on apilot basis. Convenience
samplingisextensively usedin marketing studies.

Judgement Sampling: Judgement sampling method isalso known as purposive
sampling. Inthismethod of sampling the sel ection of sampleisbased onthe
researcher’sjudgment about some appropriate characteristic required of the
sampleunits. For example, the cal culation of consumer priceindex isbased ona
judgment sampl e of abasket of consumer items, and other related commodities
and serviceswhich are expected to reflect arepresentative sample of items
consumed by the people. The pricesof theseitemsare collected from sel ected
citieswhich areviewed astypical citieswith demographic profilesmatching the
nationa profile. In businessjudgment sampling isoften used to measurethe
performance of salesmen/saleswomen. The sal esmen/saleswomen are grouped
into high, medium or low performersbased on certain specified qualities. Then
the salesmanager may actually classify the salesmen/saleswomen working
under him/her whoin higher opinionwill fal inwhich group. Judgment sampling
isalso often used in forecasting el ection results. We may often wonder how a
pollster can predict an el ection based on only 2% to 3% of votescovered. Itis
needlessto say the method isbiased and does not have any scientific basis.
However, in the absence of any representative data, one may resort to thiskind
of non-random sampling.

Quota Sampling: Thequotasampling method iscommonly usedin marketing
research studies. The samplesare selected on the basis of some parameters
such asage, sex, geographical region, education, income, occupation etc, in
order to make them as representative samples. Theinvestigators, then, are
assigned fixed quotas of the sample meeting these population characteristics.
The purpose of quotasampling isto ensurethat vari ous sub-groups of the
popul ation are represented on pertinent sampl e characteristicsto the extent that
theinvestigator desires. The stratified random sampling also hasthisobjective
but should not be confused with quotasampling. Inthestratified sampling
method the researcher sel ects arandom samplefrom each group of the
population, where as, in quotasampling, theinterviewer hasaquotafixed for
him/her to achieve. For example, if acity has 10 market centres, asoft drink
company may decideto interview 50 consumersfrom each of these 10 market
centresto dicit information ontheir products. Itisentirely left tothe
investigator whom he/shewill interview at each of the market centresand the
timeof interview. Theinterview may take placein the morning, mid day, or
evening or it may beinthewinter or summer.

Quotasampling hasthe advantage that the sampl e confirmsthe sel ected
characteristics of the population that the researcher desires. Also, the cost and
timeinvolvedin collecting the dataare al so greatly reduced. However, quota
sampling hasmany limitations, asgiven below:

In quotasampling the respondents are sel ected according to the convenience of
thefieldinvestigator rather than on arandom basis. Thiskind of selection of
sample may bebiased. Supposein our example of soft drinks, after the sample
istaken it wasfound that most of the respondents bel ong to the lower income
group then the purpose of conducting the survey becomes uselessand the
results may not reflect the actual situation.



b) If the number of parameters, on which basisthe quotasarefixed, arelarger
then it becomesdifficult for the researcher to fix the quotafor each sub-group.

¢) Thefield workershavethetendency to cover the quotaby going to those places

wheretherespondentsmay bewilling to provideinformation and avoid those
with unwilling respondents. For example, theinvestigatorsmay avoid places
where highincome group respondents stay and cover only low income group
areas.

Salf Assessment Exercise B

1) Supposethereare 900 familiesresidinginacolony. You areaskedto select a
sampleof familiesusing s mplerandom sampling for knowing the average
income. Thefamiliesareidentified with serial numbers001 to 900.

i) Select arandom sampleusing thefollowing randomtable.

2928331581 [ 0435945538 | 41435 | 61103 | 32428 | 94042 [ 39971 | 63678

19868[49978 | 81699 84904 | 50163 | 22652 | 07845 | 71308 | 00859 | 87984

14292(93587 | 55960 (23159 | 07370 | 65065 | 06580 | 46285 | 07884 | 83928

77410|52135 | 2949523032 | 83242 | 89938 | 40516 | 27252 | 55565 | 64714

36580]06921 [ 3567581645 | 60479 | 71035 [ 99380 | 59759 | 42161 | 93440

i) While selecting therandom samplein the above example, what are the
random numbersyou haverejected and why?

2) Thereare4(A,B,C, and D) sectionsin class X of asecondary school. You
are asked to find the average income of the parents of the students of
section A and C. Which sampling method will be used from thefollowing?

a) Simplerandom sampling; b) Systematic sampling; c) Stratified
sampling; d) Cluster sampling.

3) Theemployeesof acompany areclassifiedinto 4 groups(A,B,Cand D) on
thebasisof their salary structure. You are asked to find the average salary
income of the employeesworking in the company. What isthe sampling
method to be used?

a) Simplerandomsampling;  b) Systematic sampling; c) Stratified
sampling;  d) Quotasampling.

Sampling
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4) Statetrueor false.

a) A systematic sampling can beused evenif al theunitsof the population
arenot available.

b) A budget has been announced by the government. A TV journalist
recorded the views of the peopleresiding near hishouse. The sampling
method that the TV journalist used isquotasampling.

46 SAMPLE SIZE

The question of how large a sample should be is a difficult one. Sample size
can be determined by various factors (like time, funds, manpower, population
size, purpose of study etc. For example, if the available funds for study are
limited then the researcher may not be able to spend more than a fixed
proportion of the total fund available with him/her. In general, sample size
depends on the nature of the analysis to be performed, the desired precision of
the estimates one wishes to achieve, number of variables that have to be
examined simultaneously and how heterogeneous is the population spread.
Moreover, technical considerations suggest that the required sample sizeisa
function of the precision of the estimates one wishes to achieve, the variance
of the population and statistical level of confidence one wishesto use. The
higher the precision and confidence level required, the larger the sample size
should be. Typical confidence levels are 95% and 99%, while atypical precision
(significance) value is 1% or 5%. You will learn more about the confidence and
precision levelsin Unit 16 and Unit 17 of this course.

Once the researcher determines the desired degree of precision and confidence
level, there are several formulas he/she can use to determine the sample size
and interpretation of results depending on the plan of the study. Here we will
discuss three of them.

1) If theresearcher wishesto report the results as proportions of the sample
responses, usethefollowing formula.
_ P(l-P)
A% Pp1-P)

—+
Z? N

Where, n=Samplesize.
P = Estimated percentage of the popul ation possessi ng attribute of
interest.

A = Accuracy desired, usually expressed asadecimal (i.e. 0.01, 0.05,
etc.)

Z = Standardization valueindicating aconfidencelevel (Z=1.96 at 95%
confidencelevel and Z = 2.56 at 99% confidencelevel. See Unit
16 for moredetails.

N = Population size (known or estimated)

2) If theresearcher wishesto report the results as means of the sample responses,
usethefollowing formula,



Where, n= Samplesize. Sampling

P = Estimated percentage of the popul ation possessing attribute of
interest.

A = Accuracy desired, usually expressed asadecimal (i.e. 0.01, 0.05,
etc.)

Z = Standardization valueindicating aconfidencelevel (Z=1.96 at 95%
confidencelevel and Z = 2.56 at 99% confidencelevel.
SeeUnit 16 for moredetails.

N = Population size (known or estimated)
3) If theresearcher planstheresultsinavariety of waysor if he/she hasdifficulty

in estimating the proportion or standard deviation of the attribute of interest, the
following formulamay be moreuseful.

NZ 2x.25
[d?x (N —-1)] +[Z22%x.25]

Where, n=Samplesizerequired
d= Accuracy precisionleve (i.e. 0.01, 0.05, 0.10etc.)

Z = Standardization valueindicating aconfidencelevel (Z=1.96at
95% confidencelevel and Z = 2.56 at 99% confidencelevel.
SeeUnit 16 for moredetails.

N = Population size (known or estimated).

For example, if the population size (N) is 1000 and you wish a 95% confidence
level and £5% precision level (d=0.05 and Z=1.96) then the sample size (n):

__ 1000196 x0.25
(0.05° x999)+ (1.96% x 0.25)

=277.70rsay 280

4.7 SAMPLING AND NON-SAMPLING ERRORS

The quality of aresearch project depends on the accuracy of the data collected
and its representation to the population. There are two broad sources of
errors. These are sampling errors and non-sampling errors.

4.7.1 Sampling Errors

The principal sources of sampling errors are the sampling method applied, and
the sample size. Thisis due to the fact that only a part of the population is
covered in the sample. The magnitude of the sampling error varies from one
sampling method to the other, even for the same sample size. For example, the
sampling error associated with ssmple random sampling will be greater than
stratified random sampling if the population is heterogeneous in nature.

Intuitively, we know that the larger the sample the more accurate the research.
In fact, the sampling error varies with samples of different sizes. Increasing the
sample size decreases the sampling error.

717



Research and Data The following Figure gives an approximate relationship between sample size and
Collection sampling error. Study the following figure carefully.

large

Sampling error

small

small _ large
Sample size

Fig.: 4.1

4.7.2 Non-Sampling Errors

The non-sampling errors arise from faulty research design and mistakesin
executing research. There are many sources of non-sampling errors which may
be broadly classified as. (a) respondent errors, and (b) administrative errors.

a) Respondent Errors: If therespondents co-operate and give the correct
information the objectives of the researcher can be easily accomplished.
However, in practice, thismay not happen. Therespondentsmay either refuse
to provideinformation or evenif he/she providesinformation it may be biased.

If therespondent failsto provideinformation, wecall it asnon-responseerror.
Although thisproblemispresent in al typesof surveys, the problemismore
acutein mailed surveys. Non-response al so leadsto some extreme situations
like those respondentswho arewilling to provideinformation are over
represented whilethose who areindifferent are under-represented in the
sample. In order to minimisethe non-response error the researcher often seeks
to re-contact with the non-respondentsif they were not availableearlier.

If the researcher findsthat the non-responserateismorein aparticular group
of respondents (for exampl e, higher income groups) additional effortsshould be
made to obtain datafrom these under-represented groups of the population. For
example, for these peoplewho are not responding to the mailed questionnaires,
personal interviews may be conducted to obtain data. In amailed
guestionnaire the researcher never knowswhether the respondent really
refused to provide dataor was simply indifferent. There are several
techniques which help to encourage respondentsto reply. You must have
aready learned these techniquesin Unit 3 of this course.

Response bias occurs when the respondent may not give the correct

78 information and try to mislead theinvestigator in acertain direction. The



respondents may conscioudly or unconsciously misrepresent thetruth. For Sampling
example, if theinvestigator asksaquestion on theincome of the respondent he/

shemay not givethe correct information for obviousreasons. Or the

investigator may not be ableto put aquestion that issensitive (thusavoiding

embarrassment). Thismay arisefrom the problemsin designing the

guestionaire and the content of questions. Respondentswho must understand

the questionsmay unconsciously provide biased information.

Theresponse biasmay also occur becausetheinterviewer’s presence
influencesrespondentsto give untrue or modified answers. The respondents/
interviewerstendency isto pleasethe other person rather than provide/dicit the
correct information.

b) AdministrativeErrors: Theerrorsthat have arisen dueto improper
administration of theresearch processare called administrative errors. There
arefour typesof administrativeerrors. Theseareasfollows:

i) samplesdectionerror,
ii) investigator error,

iii) investigator cheating, and
iv. dataprocessingerror.

i) SampleSedection Error: Itisdifficult to executeasampling plan. For
example, wemay plan to use systematic sampling planin amarket
research study of anew product and decideto interview every 5
customer coming out of aconsumer store. If theday of interview
happened to beaworking day then we are excluding all those consumers
who areworking. Thismay lead to an error because of the
unrepresentative sample selection.

ii) Investigator Error: When theinvestigator interviewsthe respondent, he/
shemay fail to record the information correctly or may fail to crosscheck
theinformation provided by therespondent. Therefore, theerror may arise
duetotheway theinvestigator recordstheinformation.

i) Investigator Cheating: Sometimestheinvestigator may try to fakethe
dataeven without meeting the concerned respondents. There should be
some mechanism to crosscheck thistype of faking by theinvestigator.

iv) DataProcessing Error: Oncethedataiscollected the next job the
researcher doesisedit, code and enter the datainto acomputer for further
processing and analysis. Theerrorscan beminimised by careful editing,
coding and entering the datainto acomputer.

4.7.3 Control of Errors

In the above two sections we have identified the most significant sources of
errors. Itisnot possible to eliminate completely the sources of errors.
However, the researcher’s objective and effort should be to minimise these
sources of errors as much as possible. There are ways of reducing the errors.
Some of these are:

(a) designing and executing a good questionnaire; (b) selection of appropriate
sampling method; (c) adequate sample size; (d) employing trained investigators
to collect the data; and (e) care in editing, coding and entering the data into the
computer. You have aready |learned the above ways of controlling the errors

in Unit 3 and in this Unit.
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Self Assessment Exercise C

1) The size of a population is 10000. You wish to have a 99% confidence
level and £5% precision level. What is the sample size required?

2) Asthe sample size increases, the sampling error:
a) Increases b) Decreases ¢) Remains constant

3) The sampling errors arise due to:
a) Theinvestigator'sbias b) The data processing problem
c) Therespondent’'sbias  d) The sampling method applied

48 LET USSUM UP

A sampleis a subset of population whose characteristics are studied to know
the information about the population. A complete survey of population is called
census. When compared with census, sampling is less expensive, requires less
time and other resources and is more accurate when samples are taken
properly. Also, sampling is the only aternative when the measurement of
population unitsis destructive in nature.

There are two broad categories of sampling methods. These are: (a) random
sampling methods, and (b) non-random sampling methods. The random sampling
methods are based on the chance of including the units of populationin a
sample.

Some of the sampling methods covered in this Unit are: (a) smple random
sampling, (b) systematic random sampling, (c) stratified random sampling,

(d) cluster sampling, and (e) multistage sampling. With an appropriate sampling
plan and selection of random sampling method the sampling error can be
minimised. The non-random sampling methods include: (a) convenience sampling,
(b) judgment sampling, and (c) Quota sampling. These methods may be
convenient to the researcher to apply. These methods may not provide a
representative sample to the population and there are no scientific ways to
check the sampling errors.

There are two major sources of errors in survey research. These are:

(a) sampling errors, and (b) non-sampling errors. The sampling errors arise
because of the fact that the sample may not be a representative sample to the
population. Two major sources of non-sampling errors are due to: (a) non-
response on the part of respondent and/or respondent’s bias in providing correct
information, and (b) administrative errors like design and implementation of
questionnaire, investigators' bias, and data processing errors.

It may not be possible to completely eliminate the sampling and non-sampling
errors. However, there are some ways to minimise these errors. These are:



(a) designing a good questionnaire, (b) selection of appropriate sampling method,
(c) adequate sample size, (d) employing trained investigators and, (€) carein
data processing.

49 KEY WORDS

Administrative Errors: The administrative errors arise due to improper
administration of the research.

Census: A complete survey of population is called census.

Convenient Sampling : Here the units of the population are included in the
sample as per the convenience of the researcher.

Cluster Sampling: In cluster sampling method we divide the population into
groups called clusters, selective sample of clusters using simple random
sampling and then cover al the unitsin each of the clustersincluded in the
sample.

Judgment Sampling: In this sampling method the selection of sampleis based
on the researcher’s judgment about some appropriate characteristics required of
the sample units.

Multi-stage Sampling: Here we select the sample units in a number of stages
using one or more random sampling methods.

Non-sampling Errors: The non-sampling errors arise from faulty research
design and mistakes in executing the research.

Non-random Sampling/Non-Probability Sampling : In this sampling method
the probability of any particular unit of the population being included in the
sampleis unknown.

Parameters: The numerical characteristics of a population are called
parameters.

Quota Sampling : In this sampling method the samples are selected on the
basis of some parameters such as age, gender, geographical region, education,
income, occupation etc.

Random Sampling/Probability Sampling : If al the units of the population
have a chance of being chosen in the sample, the sampling method is called
random sampling/probability sampling.

Respondent Errors: The respondent errors arise due to failure of the
respondent to provide correct information.
Sample: A sampleis arepresentative set of population.

Sampling Errors: The sampling errors arise because we cover only a part of
the population.

Simple Random Sampling : Thisis one of the basic methods of random
sampling where each unit in the population has equal chance of being included
in the sample.

Stratified Sampling : The stratified sampling method is used when the
population is heterogeneous. Here the population is divided into some
homogeneous groups called stratums.

Systematic Sampling : In systematic sampling the sample units are selected
from the population at equal intervalsin terms of time, space or order.

Sampling
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410 ANSWERSTO SELF ASSESSMENT

EXERCISES
A. 2) a) samplesurvey; b)census, c) samplesurvey.
3) a) biased; b) cost; c) sufficiently, economical.

B. 1) i) Sdected sampleusingsmplerandom sampling
283, 581, 359, 538 435, 103, 428 042, 678 868,
699, 163, 652, 845 308 89, 22 537, , 159,
370, 065 580, 285 834, 410, 135 4%, 242
i) 39971, 49978, 84904, 87984, 55960, 83928

The population sizeis900 and theserandom numbersfall outs de the population
range of 000 to 899.

960,
032

2) Cluster sampling
3) Stratified sampling
4) a) true
b) fase itisconveniencesampling
C. 1) Therequired samplesizeis370
2) Decreases
3) Samplingmethod applied

411 TERMINAL QUESTIONS

1) What isthedifference between random sampling and non-random sampling?

2) List someof thesituationswhere (a) sampling ismore appropriate than census
and (b) censusismore appropriate than sampling.

3) What arethe advantages and disadvantages of stratified random sampling?

4) What arethewaysto control survey errors?

5) What arethe advantages of sampling over census?

6) Discussthe method of cluster sampling. What isthe difference between cluster
sampling and gtratified random sampling?

7) Thetota populationis5000 and you wish a99% confidencelevel and a+5%
precisionlevel. What isthe samplesizerequired?

8) A certainpopulationisdividedinto4 stratumsso that N, = 4000, N, = 6000,
N, = 7000, N, =3000. Therespective stratum standard deviationsare o, = 2.0,
0,=4.0,0,=3.0,0,=6.0. How should asamplesize of 300 beallocated to
four stratumsusing: (a) proportiona and (b) disproportiona methods.

9) Discussthe sourcesof sampling and non-sampling errors.

10) What are the essential s of agood sample?

Note: Thesequestiongexerciseswill helpyou to understand the unit better.
Try towriteanswersfor them. But do not submit your answersto the
university for assessment. Thesearefor your practiceonly.
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